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Humpback whale songs were recorded on six widely spaced receivers of the Pacific Missile Range
Facility (PMRPF) hydrophone network near Hawaii during March of 2001. These recordings were
used to test a new approach to localizing the whales that exploits the time-difference of(timeal

lag) of their calls as measured between receiver pairs in the PMRF network. The usual technique for
estimating source position uses the intersection of hyperbolic curves of constant time lag, but a
drawback of this approach is its assumption of a constant wave speed and straight-line propagation
to associate acoustic travel time with range. In contrast to hyperbolic fixing, the algorithm described
here uses an acoustic propagation model to account for waveguide and multipath effects when
estimating travel time from hypothesized source positions. A comparison between predicted and
measured time lags forms an ambiguity surface, or visual representation of the most probable whale
position in a horizontal plane around the array. This is an important benefit because it allows for
automated peak extraction to provide a location estimate. Examples of whale localizations using real
and simulated data in algorithms of increasing complexity are provided20@ Acoustical
Society of America.[DOI: 10.1121/1.1643368

PACS numbers: 43.30.5f, 43.30.Y\WMC] Pages: 2834-2843

I. INTRODUCTION arrival time of a whale call recorded on multiple hydrophone
pairs produces intersecting hyperbolas indicating the ani-

Passive acoustic methods of observing marine mammalsial’s position. When the hydrophone pairs are very closely
have been of interest for many years for censusing, behaspaced such as on a short towed array or vertical line array
ioral studies, and more recently for ensuring mammals ar@VLA ), hyperbolic fixing is no longer practical. Alternative
not present in acoustic ranges during operations which mightodel-based techniques that exploit either the temporal or
disturb them.™ The acoustic characteristics of whale songsspatial structure of the received field are then needed. For
make them detectable at long ranges using hydrophiies. instance, the arrival times and amplitudes on a single phone
For example, low-frequency blue and fin whale sounds caan be used to estimate a whale’s rahddternatively, the
be detected 1600 km away When received over an array interphone phase relationships on a Vipresenting the
of hydrophones, whale songs can be used to estimate a singrrival angles of the multipajtcan also be exploitetf
er’s position. Unlike difficult radio tagging, passive acoustic The technique described here has several advantages
observation methods are unobtrusive; a whale’s behavior isver other localization methods. It uses an acoustic propaga-
unlikely to change because of the observaffodcoustic  tion model to account for variations in soundspeed and
techniques can observe many individuals at once and adgathymetry, thus eliminating errors from constant sound-
suitable for continuous monitoring applications. In addition,speed and straight-line propagation assumptions inherent to
acoustic localization also works when animals are hidderyperbolic fixing'® It can be applied to data from widely
from view, such as at night or when submerded. spaced individual receivers rather than line arrays. Robust-

This paper will describe a new passive acoustic techness against environmental variability and acoustic multipath
nique for localizing sound sources based on acoustic propanay come from performing some processing in the spectral
gation modeling with an illustration of the technique to lo- domain!?**but a formal environmental mismatch study has
calizing marine mammals using widely spaced receivers. Thaot been performed. The output of the algorithm is a graphi-
localization algorithm also provides a novel graphical dis-cal display that easily conveys mammal location and confi-
play of marine mammal location that conveys the confidence&ence, and despite the algorithm’s added computational com-
of the localization and allows for automatic extraction of plexity, it is suitable for real-time implementation without
location estimates. To demonstrate the benefits of this modelsser interaction.
based approach, examples of localizations using both real Acoustic data from the Pacific Missile Range Facility
and simulated data in algorithms of increasing complexityPMRF) hydrophone network off the western coast of Kauai
will be provided. were used to develop this model-based algoritfirm this

A common technique for localizing marine mammals isdata set, the species of interest are humpback whales
that of hyperbolic fixing">'>~1"The measured difference in (Megaptera novaeangliaevhich are known to congregate
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technique is discussed in Sec. Ill. Comparisons of localiza- 030 3 20 25 %0
tion methods of increasing complexity are presented in Sec. Time (sec)
IV.
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II. ACOUSTIC DATA FIG. 2. Spectrograms of acoustic data from hydrophondso@ and 4

(bottom starting at time 20:16:30 on 3/22/01. A 3.5-s time lag for spectral
The Pacific Missile Range Facility is an underwater ar_transients is apparent between the two spectrograms. Spectral patterns re-
. . semble those of humpback whale calls.

ray of over 100 hydrophones in the waters near Kauai, Ha-
waii. Personnel at PMRF have implemented a near real-time
system for transmitting acoustic data from six broadband hyspectrograms can be examined quickly to confirm that all
drophones to the Maui High-Performance Computing Centerecordings contained the patterns expected of humpback
(MHPCQO) for analysis. Acoustic data files are posted to MH-whale songs.
PCC in 1-min increments. The hydrophones available for use  When spectrograms from all hydrophones for the same
are located 5—-20 km apart and are deployed on the sea floime segment are viewed concurrently, similar spectral pat-
at the locations and depths shown in Fig. 1 and Table I.  terns are often recognized in two or more spectrograms, but

Two days of continuous acoustic data from the six hy-offset in time. In such cases, the same whale call is being
drophones during March 22 and 23, 2001 were used for alrecorded on multiple receivers, but the time of arrival at the
gorithm development. Originally sampled at 10 or 20 kHz,receiver varies according to range from the singer. As an
the data were low-pass filtered and downsampled to 2 kHz texample, Fig. 2 shows spectrograms from hydrophones 2
isolate the frequency band containing most of the energy oand 4 for a 20-s segment of data from minute 20:16 on
the humpback whale songs. Songs are heard on every hydrbtarch 22, 2001; the spectrograms were made using 512-
phone and at all times of day. In many cases, the sounds @int fast Fourier transform&FT’s) with 90% overlap. A
multiple marine mammals can be heard simultaneouslycall pattern can be seen repeated on hydrophone 4 approxi-
While viewing spectrograms of the acoustic data, spectramately 3.5 s after the same pattern on hydrophone 2. It is this
patterns similar to those associated with humpbacldifference in arrival timegor time lag for the same call on
whale$*?? are frequently observed. While it is not practical two different channels that will be used in the localization
to listen to every channel of the entire data set durationprocess.

TABLE I. Hydrophone positions in geodetic and Universal Transverse Mercator coordiZates 4, WGS84
datum.

Hydrophone No.  Latitudédeg Longitude(deg  UTM North (m) UTM East(m) Depth(m)

0 22.246158 —159.842556 2460315.3 413179.3 1638
1 22.080938 —159.867735 2442040.5 410480.1 649
2 22.191175 —159.886739 2454254.8 408590.6 7
3 22.125975 —159.897757 2447044.0 407412.1 843
4 22.215686 —159.929232 2456994.3 404226.6 1560
5 22.091847 —159.957723 2443303.8 401203.5 1768
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Ill. LOCALIZATION ALGORITHM longer than a typical whale call from the species of interest.

Th del-based localizati loorith ists of t (A 10-s frame length was used with humpback whale dalls.
€ model-based localization algorithm Consists of WOg 4, frame will contairN samples defined by

main components: spectral pattern correlation to calculate

time lags and ambiguity surface construction to generate a N= 7qmel At. 2

location estimate. Amt_iigwty surfaces are probabilistic |nd|-.|_he mth frame is extracted from each time series:

cators of source location and are constructed through com-

parison of measured time lagsdata”) to predicted time r"=rpnei and s"=sp.n:i, 1=1,...N. 3

lags (“replicas”). Replica generation has a hierarchy of in- .

creasing modeling complexity, and one goal of this studﬁtgren\év?gi;?gmaiggeblauon score at each lag biar the mth

was to determine how much modeling sophistication is nec- y

essary for a correct localization. Example localizations from N

three techniques using both real and simulated data are pre- ¢["=>, r"-s",. 4

sented below to address that question. =1

The lag binl with the highest wave form correlation score

designates the time lag, between the two time series for
Measuring time lags between whale call arrivals at dif-frame m according to

ferent hydrophones is a critical step in the localization algo- .

rithm. The standard method for determining time lags be- Ty=1-At. ®)

tween two signals is through cross correlation, but whether  The spectral correlation is based on the short-time Fou-

the correlation should be performed on the original wavesier transform of a time series:

forms or their spectrograms is open to debate and could de-

pend upon the peculiarities of the signals being processed. Rt f: Tonag) = J'rsna,ﬁz (7 e-izatrgy ©

Spectrogram f;)gelljitions are commonly used in whale local- U ) el '

ization efforts;~>~“*"perhaps because the signal structure re- . . .

mains obvious evenpin th?a presence of int?erferers. Spectros-pe.Ctrogr&mR is computed using a FFT to prodLice a dis-

gram correlation may also be more robust than wave fornf retized spectrc_)gram: Each spectrogram irame IS of .Iength

correlation against multipath acoustic arrivélsHowever, Tirame @Nd has dime_nS|on§ Blireq Erequency t,),'ns{256 in this

wave forms containing whale calls have been successfull?x""rnple andNsngptime bins or “snapshots” where

used in both matched-filtttand cross correlatidf®1’pro- N

cesses. Proponents of wave form approaches argue that the Nsnap:W @)

resulting measurements of time lag are more prelGidéBe- fred

cause no formal arguments exist regarding the superiority of2sSUmeNyq divides N exactly. It follows that the time

a correlation method, both spectral and wave form correlatesolution of the snapshots is

A. Spectrogram correlation

tion methods were applied to short segments of the data set _o. .
. . - . . Tsnap 2 Nfreq At (8)
in order to determine which method is best for measuring o
pairwise time lags in the PMRF environment. and the frequency resolution is

The pairwise spectral shape correlations follow an ex- 1
ample described by Seem and RofteSpectrograms from Af= ) 9)
two hydrophones are digitized, i.e., converted to two levels Tsnap

of intensity (on or off) based on a data-adaptive thresholdGiven the notation
that guarantees a minimum number of “on” pixels per time
window. In doing so, the loudest spectral content remains
visible in the digitized spectrogr_am while low-level spectra_l and f=j-Af (10)
patterns are hidden, thus adding some robustness against

multiple sources. Correlation is done very quickly by per-the mth frame is defined as

forming a logical AND operation on the overlapping region RT=R
as two digitized spectrograms are shifted past each other. e rmN
Summing the overlapping pixels provides a correlation and j=1,...Neq- (11

score, in units of pixels, whose maximum determines the

time lag between channels as well as providing a confidenc8 repeat of the abovg for time seriesnakes an analogous
level of the measurement. definition for frameS;j. Also calculated is the number of

A mathematical description of both the wave form andSn@pshots needed when the maximum possible time lag be-

spectral correlators follows. It assumes that two receivers ar¥/een sensors is added to the desired frame length:
sgparate_d by a distandén waters with mean sound_ speed _ Tramet d/C

Time series from the two receivers are sampled with a period ~ Nmax lag= :
of At and are described by

ri=r(tj) and s;=s(t;) where t;=i-At. (1)

Rij=R(t7",f)) where i{"™%=i 715,

+ij where i=1,.Ngnp

snap

(12
Tsnap
Next, each receiver’s spectrogram frame will be digi-
tized or “pixilated,” i.e., each time/frequency bin in the
A frame length in secondsy,.me, IS chosen that is slightly spectrogram will be assigdea O or 1according to an adap-
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FIG. 3. Time lags and correlation scores output by the cross correlator usin
wave forms(a) and digitized spectrogran{g). Cross correlations use data
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FIG. 4. Time lags output by the cross correlator using wave fdianand
digitized spectrogram@). Cross correlations use data from hydrophones 2
and 5 for minute 20:16 on 3/22/01. The consistency of the spectral correlator
made it the preferred method for time-lag measurement.

The lag binl with the highest spectral correlation score des-
ignates the time lagd g between the twanth frames accord-
ing to

T0=1-Npeq AT. (17)

An example of cross correlator output is shown in Fig.
3, where results from both wave form correlatidtig. 3(a)]
and digitized spectral correlatidfig. 3(b)] are presented for
comparison. Data are from hydrophones 2 and 4 for minute
20:16 on March 22, 2001; this time segment includes the
data shown in Fig. 2. A time window 10 s long extracts data
gubsets(frames) to use with each correlation, and the win-

from hydrophones 2 and 4 for minute 20:16 on 3/22/01. The 3.5-s time-laglOw advances in 1-s increments through the entire minute,
measurement from the correlators agrees with that visually observed in Figgalculating a time-lag and correlation score at each step.

2.

(Note that correlation scores indicate relative correlation
strength among time steps, are in different units, and should

tive threshold. A unit step function provides the digitization ot pe compared between the two technigués.this ex-

mechanism:
u(x)={1 if x>0
{0 if x=<0.

For each frameR,“J‘,

els (40 per second in this examplesuch that

E E U(RW_O'R plxels-

A different thresholdo is calculated for each receiver, and
the mth frames are pixelated to make the digitized frarbes

andE:
Dﬂj= u(RiT— oR) and Einj”= u(SIT— ad).

The spectral correlation score at each lag Ibfor the mth

frame is calculated by

Nsnap Nfreq

leD |7I]

where | =—Npaxiag -+ Nmax lag-
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a spectral power threshotef; is calcu-
lated that guarantees a minimum numbgfs of “1” pix-

ample, both the wave form and spectrogram correlation

methods correctly extract the interchannel time lag of 3.5 s

during periods when the whale is singing. Furthermore, the
correlator scores drop when the animal stops singangund

25 9. By setting thresholds on the correlation score, only the

most confident of the time-lag estimates are passed to the
localization process, thus freeing the correlation output from

human examination. A spectrogram correlation score thresh-
old of 100 pixels was used in this processing, and if no

correlation score exceeded the threshold for a given time
window, no localization was attempted.

Agreement between the two correlation methods is not
always as good as that shown in Fig. 3. Typically, the spec-
tral correlator time-lag measurements were more consistent.
To illustrate this, Fig. 4 shows output from both the wave
form and spectral correlators for the same minute as that in
Fig. 3 but for the hydrophone pair 2 and 5. Time-lag mea-
surements from the wave form correlator are quite variable
over the minute while the spectral correlation process pro-
vides a more stable measurement. Perhaps the scattering in
the wave form correlator’s output is due to interferers such as
other distant animals singing simultaneous soigsyt de-
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termining the criteria for when one correlation method is 0 T
better than another remains an interesting area of study
which will not be addressed further here. Because of the
more consistent measurements provided by the spectral cor- 4w
relator in this environment, it was used in all further analysis -
to provide time-lag data to the ambiguity surface constructor. |

|
800}

200

Depth (m)

B. Replica generation

1000

The second input needed for ambiguity surface genera-
tion is the replica. In this application, the replica is a predic- '*®
tion of time lags that would be measured by every receiver |
pair combination from a source at every location within a
grid of candidate positions around the array. In order to cal- o | . | . . L )
culate time lags, acoustic travel times from each possible —““somdpecaime RocoverRangetom "
source location to .eaCh recelv.er must be. calculated _fIrSt’ b G. 5. Average soundspeed profile and predicted direct acoustic ray paths
the model complexity used during travel-time calculation Canenyeen a shallow whale and hydrophone(1638-m depth at several
sometimes affect the accuracy of the resulting localizationtanges. The predicted mean acoustic soundspeed varies with range from the
In efforts to compare the effects of modeling complexity, re_zceive_r, and no 'bathymetric effe_cts are included. 'Travel times from such
three replicas were made within a hierarchy of modeling soS'™Mulations constitute the “range-independent” replica.
phistication. Replica computation time increases with added ) . )
complexity. dpwnward-refractmg sound speed profile on ac_oustlc pgths,

Common to all the replicas is the resolution of the can-Fi9- © shows both the average sound speed profile used in the
didate source locations. Simulated sources are spaced evégiculation and the resulting direct acoustic ray paths be-
200 m in latitude and longitude in a 30-km square gridtween the shallow source and hydrophone _0 at_several
around the array. Source frequency is set at 500 Hz, thE2nges. The mean acoustic sound speed varies with range
center of the frequency band of interest, and source depth {£0m the receiver, so travel time will not increase linearly
assumed to be 10 m, within the range of expected depths fgyith range. The travel time is still that of the direct acoustic
singing humpbacks near HawZfiWhile only one source Path: _
depth is used in the replica generation to follow, the search ~ L@stly, the ‘range-dependent” replica adds range-
grid can be expanded to include multiple source depths iflependent bathymetrlc_effects to the acoust_lc modeling. Note
needed. Average historical soundspeed profiles for the regio‘i’i‘at_ _SOU”d speed profiles are still range mqlependent. The
were taken from the Generalized Digital Environmentaladd't'on_Of bathy_metry contours to the acoustic model allpw
Model (GDEM), and PMRF provided bathymetry data for for mult!path arrivals f_rom bottom-_reflect_ed paths to be in-
the range. Geoacoustic properties of the sea floor are tho§ded in the travel time calculation. Figure 6 shows the
typical of sanc?® density 1.9 g/cr®y compressional wave predicted acoustic ray paths from a §ha||ow source to hy_dro—
speed 1650 m/s, compressional wave attenuation .8 g@hones 2 and 5 along two perpendicular bathymetry slices.
wavelength(Values are from Table 1.3 of Ref. 26, based on
the work of Hamiltor?’) The Gaussian beam acoustic propa- ) {\ .
gation modelBELLHOP was used to calculate travel times as ,»‘ s
it can account for depth-dependent sound speed profiles an pd ’
range-dependent bathymetA?° Given the small variation
in sound speed profiles over the area of study, the assumptio
of range-independent sound speeds inhereattaHOP was
acceptable, and refractive effects outside of the plane of
propagation were not considered in the modeling. 500

The simplest replica uses assumptions equivalent to-
three-dimensional hyperbolic fixing techniques. Sound speecc 1000 - ;
is assumed to be constant at 1510 m/s, and only the direcd e
acoustic path from the shallow source to the true receiver ;5.
depths determines the acoustic travel time. No bathymetric
effects are considered. After travel times from every candi- . | ~
date source position to every receiver position are calculated 403

2444
2446
2448

" 2450

the appropriate travel time pairs are subtracted to create 406 o, 82 UTM Y )
replica matrix of time lags indexed by source position and 402 et 2454

. UTM X (km) 400 - 2456
hydrophone pair. 508 o458

The next replica in this hierarchy adds a depth- , _ _
dependent sound speed profile to the acoustic modeling, bELG' 6. Predicted direct and reflected acoustic ray paths between a she_lllow
. [ - . whale and hydrophones 2 and 5 along two perpendicular bathymetry slices.
bathymetric effects are still ignored; this will be called the whale not drawn to scale. The “range-dependent” replica allows for both

“range-independent” replica. To illustrate the effect of the direct and reflected ray paths to be included in the travel time calculation.
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While both slices in this example contain both direct and |-|—p(X_S)_-|—mp|
reflected ray paths, in some long-range cases, there is no mez % (20
direct acoustic ray path between a candidate source position p/C

and a receiver; only reflected ray paths will connect the twoln order to represent increased localization uncertainty at
Because every ray path has a different travel timan av-  long range, the contribution to a localization from a distant
erage travel timer,,, from all N, arrivals, weighted by the receiver pair is diminished; close receiver pairs will contrib-
ray paths’ predicted amplitudes is used as the single travel ute more in the ambiguity surface construction. This is done
time value from a given source location: by scaling the likelihood scores by the predicted acoustic
Nart (o[- 7 Noir intensity. The acoustic transmission loss in dB,is calcu-
Tavg™ 21 where ag— El lay|. (18) lated for the two acoustic paths from a source to a pair of

receivers and summed:
To complete the replicq generati'on process, the replica time ap(x_s):20|oglo(Ppl(X_s)' sz(x_s))_ (21)
lag T, is made by taking the difference in average travel o
times for a given receiver pap from a hypothesized source When ana is found for every candidate source positiq it
at search grid positions= (Xs,Ys,zs). Like the other repli-  will form a transmission loss surface of the same dimensions
cas, the range-dependent time-lag replica is precalculated f@s the likelihood surfacé. The likelihood surfaces for all

asum

all receiver pair/source position combinations: contributing receiver pairs are scaled by their corresponding
o = by = Py = a and summed to complete construction of the ambiguity
Tr(Xs) = Toud Xs) — Toud Xs) (19 surfaceA for the mth frame:
where p; and p, are the two hydrophones making up re-
ceiver pairp. Am:% Lp-ap. (22

For every replica type, thBeLLHOP propagation model
also provides an estimate of acoustic inteng?er_S) for  The surfaceA represents a planview of the waters around the
acoustic paths between every source posﬁpand receiver array for a single source depth, and source location estimates
n. Degradation of the source amplitude, or transmission los€0mmon to many receiver pairs will sum to form a peak
is saved as part of the replica as well and will be used irindicating the best estimate of source position.
scaling the ambiguity surface to follow.

IV. LOCALIZATION COMPARISONS

C. Ambiguity surface construction Because of the added computational complexity re-
o ) ) ) quired of each level of the replica generation hierarchy, a
A singing whale is localized through the construction of comparison of localization results from different replicas,
an ambiguity surface that is generated in the same way r&sjys comparisons to standard hyperbolic fixing techniques,
gardless of the type of replic@ange independent or range \yoyld examine whether any added benefits are worth the
dependentused. The ambiguity surface is a two-dimensionalyqgitional computational costs. However, that answer de-
plan view of the area around the array containing the samgengs on the environment under study and the source posi-
latitude/longitude locations as the candidate source positiongy,y The following sections provide an example in which all
assumed during replica construction. A.Ithough each surfacggjization methods perform equally well plus another ex-
assumes a constant source depth, a different surface can fg\pje in which only the most sophisticated modeling will
made for each hypothesized source depth. One input to th&oquce the correct answer. In the comparisons to follow,
localization process is the spectrogram-measured time lag§ne-lag measurements are provided to three localization
T2'P and correlation score for franma and each receiver pair techniques: two-dimensional hyperbolic fixing, range-
p. Only those measurements with high spectral correlationgependent model-based localization, and range-dependent
scores(over 100 pixels are passed to the localization pro- model-based localization.
cess. This ensures a high confidence in the resulting location o
estimates. The replicas of predicted time lax;) and A. Real-data localization
transmission los$,(x;) serve as another input. Note that The first set of localization comparisons uses time-lag
replicas are time independent; they only need to be calcumeasurements from the same data exhibited in Figs. 2, 3, and
lated once provided the environment or receiver positions da: recordings of minute 20:16 on March 22, 2001. From one
not change. . frame of time-lag measurements extracted from that minute,
For each source positioxy and receiver pair combina- six hydrophone pairs have correlation scores exceeding the
tion, the difference between the predicted time lag from thescore threshold, and their time lags are passed to the local-
replica and the measured time lag is normalized by the maxiization algorithms. Output from the three localization tech-
mum possible time lag between receiver gaseparated by niques is presented in Fig. 7 in order of increasing computa-
distanced,. The resulting likelihood scores for each pair tional complexity. Each frame of Fig. 7 represents a 30-km-
form a surface with a minimum where the replica and datssquare area of ocean around the PMRF array, with
agree best. The contours of the surface are accentuated hydrophone positions labeld@-5).
taking the square root of the likelihood scores to make the  Figure {a) represents the traditional technique of plot-
new surface. for the mth frame: ting intersecting hyperbolic trajectories of possible source
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(a) 2465 — - T , of the receiver. Note that not all hyperbolic paths intersect
~i \ precisely at the same point, perhaps due to the errors associ-
2a80 | S \ *o ated with the constant soundspeed assumption. Nevertheless
~ ) there is a tight clustering of intersections at approximately
TN e ) 415.2 km east, 2452.0 km north, which is then regarded as
e N\ 7 the estimate of whale location.
i O ,_;;ﬁ—/f—fa Figures Th) and(c) demonstrate the strengths of ambi-
e Ny ] guity surface visualization. Using the time-lag data and
[ AN ~ range-independe(b)] or range-dependeiv(c)] replicas,
" ambiguity surfaces were constructed as described in Sec.
3 Il C. On these surfaces, areas of peak intensity represent the
1 most confident whale position estimates and are marked with
2440 ] crosshairs. The location estimates from the model-based ap-
Localization: proaches agree well with each other and the hyperbolic esti-
(415.2 E, 2452.0 N) . . . . . -
R mate; exact localization coordinates are indicated within
(b) 2465 — each figure frame. Note that ambiguity surfaces still reveal
patterns resembling hyperbolas, but the curves have effec-
tively been thickened and stacked in such a way that auto-
matic identification of the most probable source location is
+4 possible. The jaggedness of the range-dependent curves is
2455 due to variability in travel time and transmission loss predic-
5 tions caused by bathymetry effects. Furthermore, the narrow-

2455

UTM North (km)
X
o
=
\
/

2445
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ness of the ambiguity surface peak convey high confidence
in the localization. A sharp peak implies that many receiver
*+3 paris had the same location estimate in common; a broad
2445 peak suggests greater uncertainty in the localization as sev-
eral pairs’ location estimates failed to overlap at a common
point.
Localisatin: In this localization example, all techniques agree well,
(415.4E 24520N) and localizations are in close proximity regardless of replica
mi:;: - complexity. The agreement between all techniques is prob-
| ably due to the relatively short ranges from source to receiver
3 and deepness of the water; direct acoustic paths to all receiv-
) ers exist, so accounting for bathymetric effects is not neces-
e ; sary for a correct answer. Unfortunately, no independent vi-
2455 j sual surveys are available during the times of the acoustic
| recordings, so location estimates cannot be verified through
other means.

The analysis described here was applied to many other
short time segments throughout the two days of acoustic
2445 ‘ data. Localization using the constant-soundspeed replica, not
shown in the comparisons above, was included as well. In
every case, a source was confidently localized by the model-
based techniques through a contribution of four or more re-

UTM North (km)
N
=
I
o

2440

2460 +0

UTM North (km)
N
=
@
S

5

|
|
|
2440 |
|
Localization: |

(4150 E. 2452.0 N) 3 ceiver pairs. The acoustic data from those times were then
235 5 o prrS = = e played back to ver_lfy the pres_enc_e_of a marine mam_mal.
UTM East (km) However, when using hyperbolic fixing methods, the tight

FIG. 7. Plan views of the waters around the PMRF array with hydrophonegmup'ng of intersections “k_e those 'n the example ?bove

positions(0—5) indicated. Axes are for UTM Zone 4. Curves from hyper- Was not always seen, sometimes making source location dif-
bolic fixing (a) intersect at possible whale positions. Ambiguity surfaces ficult to determine. It was hypothesized that any advantages
from range-independertb) and range-dependefit) model-based localiza- of the most sophisticated range-dependent replica over the

tions indicate whale position estimates with high intensities and crosshairs. h i Id b b in I lizati ;
Coordinates of the location estimates indicated in figure. Data is fromOt er replicas wou est 'e seen ”_" ocalizations of sources
minute 20:16 on 3/22/01. at long range from the receivers. This could best be tested by

placing a simulated whale at the extent of the search grid.

positions based on time lags. This technique uses no acoustic _. o

modeling other than the assumption of a constant sound-" Simulated localization

speed of 1510 m/s, although the mean horizontal propagation To demonstrate a situation when the full complexity of
speed versus range from source to hydrophone could vatpe range-dependent model-based replica is necessary for a
from 1300 m/s to 1520 m/s depending upon range and depttorrect localization, a simulated source is placed in the
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southwest corner of the search grid very near the bd@86 (@) 2465 " T T . -
km east, 2436 km north, 10 m dep#nd the acoustic model
BELLHOP used to simulate travel times from the source to all susol -
receivers. The difference in simulated travel times became
the simulated time-lag data passed to the localization 4
algorithms. AR ey

Figure 8 shows the resulting source location estimates
from three techniques. The hyperbolic fixing method, shown
in Fig. 8@, has many hyperbola intersections, each indicat-
ing a possible source location. Because the intersections are
scattered over several square kilometers, determining a
single location estimate is difficult. The range-independent .1
model output, shown in Fig.(B), shows some increases in 2440
intensity on the ambiguity surface indicating likely source
positions. However, the contributions from individual re- - : : : . .
ceiver pairs do not stack up correctly to form a single peak at 2465
the true source location. Instead, a coincidental intersection (L:gg";aE“%%MN)
of ambiguity surface curves puts a peak 15.3 km away from S
the true source location. The ambiguity surface from the
range-dependent model, Fig(c8 correctly identifies the s
true source position, but it is expected to do so since the data 2455
and replica in this test will have perfect agreement at the
source location. This one simulation illustrates that at ranges
where refractive and bathymetric effects are important the
assumptions inherent to hyperbolic fixing and the range-
independent replica break down, leading to an incorrect 2445
localization.

In efforts to quantitatively compare the localization er-
rors of the different techniques, a simulation like the one
above was repeated many times while moving the simulated

UTM North (km)
N
&
o
o
s

2445}

2460 8

2450

UTM North (km)

*1

2440

source through every search grid position around the array. miﬁi

The distance between the resulting location estimate and the Localization:
source was recorded for each source position. The localiza- (S0 E 24500 i
tion errors were then assembled to make an error map like 2460 &0

those of Fig. 9. The three replicas of increasing complexity
as described in Sec. Il B were used in the localization pro-
cess, each generating its own error map. Figue $hows
the error map for the simplest replica which uses assump-
tions equivalent to hyperbolic fixing techniques: constant
soundspeed and straight-line, direct acoustic paths with no
bathymetric effects. Figure(§) shows the error map when 2445
the range-independent replica is used in the localization. *s
Note that an error map for the range-dependent replica is not
shown because it always correctly identifies the source loca-
tion; the simulated data and replica are identical.

Of interest in Fig. 9 is that localization is almost perfect 24358 = . o = = =
regardless of replica type when the source is close enough to UTM East (km)
the receivers for, a direct aCOUStI.C path to exist. In CaSER|G. 8. Plan views of the waters around the PMRF array with hydrophone
where bathymetric effects can be ignored, even the assumpositions(0-5 indicated. Axes are for UTM Zone 4. Curves from hyper-
tions of the simplest hyperbolic fixing method are still suit- bolic fixing (a) intersect at many possible whale positions. Ambiguity sur-
able for a correct localization. The advantages of using théces from range-independeih and range-dependef) model-based lo-
full range-dependent replica are apparent at the outer iMit§ ocenars. Data are flom a Smulated whale at 306 km east, 2436 km north
of the search grid where localization errors from usingwith position indicated by circle. Coordinates of the model-based location
simple models can be as high as 25 km. Only the rangeestimates indicated in figure.
dependent replica that accounts for bottom interactions cor-
rectly locates the source. Therefore, when trying to extendime and higher environmental characterization require-
target localization far beyond array boundaries, one musments.
balance the increased accuracy of the more sophisticated rep- The error maps of Fig. 9 are an example of how one can
lica model against the increased costs of longer calculatioquantify errors associated with the different techniques
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2455
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UTM North (km)
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®
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(a) 2465

tic bottom interaction becomes important. The algorithm also
provides a visual display of whale location that is easy to
interpret and allows for automatic location extraction. While
the few localization examples shown here, plus many others
not presented, build confidence in the algorithm, it is recog-

2460

*4

uss 7 ‘2 nized that the algorithm has yet to be verified with other
€ : independent methods such as by visual observation or con-
£ 450 P trolled source localization.
E ; One question that arises is what amount of acoustic
2 *3

modeling complexity is really necessary for localizations of
a desired accuracy. Each level of the modeling hierarchy has
its advantages and disadvantages. For example, the range-
independent replica used in this work can be quickly calcu-
lated in minutes and requires no prior knowledge of an en-
vironment's bathymetry or geoacoustic properties. The
range-dependent replica can improve localization accuracy,
particularly at long ranges, but it requires 100 times more
computation time. The advantages of the range-dependent
replica may drastically increase in areas with complicated
bathymetry or in shallow water. Ultimately, the choice of
model lies with the user to balance environmental definition
and replica precalculation time versus localization accuracy
and range, and even traditional hyperbolic fixing methods
should remain an option in some geometries.

It should be stressed that although replica precalculation
can be a several-hour process, this step needs to be repeated
only as often as the environment or array geometry changes;
the remaining spectrogram correlation and localization cal-
culations are relatively simple. In the analysis of data from
PMRF, the localization could be completed within the data
update period of 1 min. The algorithm can run without op-

2445

*5
*1

2440

2435
(b) 2465

2460

*4

2455
- *2

UTM North (km)
n
&~
o
o

*3

23 ’ ' T 0 X . i o
s 400 405 4o 45 420 425 (km) erator oversight by requiring high localization scores, such as

UTM East (km) ; .
over 75% of maximum possible score, be met before declar-

FIG. 9. Maps of localization error on plan views of the waters around theing a localization in order to minimize false alarms. It is also
PMRF array with hydrophone positioii8—5) indicated. Axes are for UTM id enouah for near real-time processing. Both of these
Zone 4. Maps indicate distance in kilometers between source and locatiof#P . 9 . . P _g'
estimate for a simulated source at the map coordinates. Results from simp@ualities make it a good candidate for continuous, long-term
hyperbolic replica shown ira); range-independent replica shown (o). monitoring of marine mammal activity, provided the animals
Errors increase when far outside array as bathymetric effects become moLe.o vocalizing
important with increased range. ’ . .

P 9 To demonstrate how this algorithm could be a tool for

behavioral studies, Fig. 10 shows the most confident whale

through simulation, but to truly measure the error an experi{ocat!on es?mate's fr.om th? 24 houLs oLMarch 23, 2001.0Thef
ment localizing a controlled source of known location is re- ocations of ambiguity surface peaks that were over 75% o

quired. However, any error measurements, real or simulated’€ Maximum score are shown as points on this plan view.
will be specific to the environment and receiver geometrieéﬂrom this plot, one could conclude that on this day singing

used and thus are not easily generalized. It is also difficult t§'h@les preferred to stay near the shore of Kauai instead of
get formal bounds on uncertainties in the localization, suclY€Nturing out into deeper water. Through acoustic studies
as those resulting from environmental mismatch or the cor®Ver longer time periods and ranges, common travel routes

relation process for example. One strategy for measuring uf'@y become apparent, especially when used in conjunction
certainty could involve adding mismatch in a Monte CarloWith other complementary techniques such as visual obser-
fashion to the environment used in replica and simulated dat4ation and tagging.

generation and then repeating the localization process. The algorithm presented here has a modular design that
adds to its flexibility and facilitates advancement. For ex-

ample, should wave form cross correlations offer advantages
over spectrogram correlations, it is easy to substitute that
The purpose of this work is to introduce a new passivestep in the processing. Because replica generation is indepen-
acoustic technique, with advantages over traditional metheent of the visualization process, it does not have to be lim-
ods, for localizing singing marine mammals, humpbackited to ray theory; full wave acoustic models may easily be
whales in particular. Based on acoustic propagation modekubstituted for still further improvements in accuracy. Lastly,
ing, it claims increased accuracy in geometries where acousvhile the algorithm described here was used in a two-

V. DISCUSSION
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